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@ Recommender System

e Partial Latent Models and Sparse Factorizations
@ Motivation and Model Settings
@ Methods
@ Theory
@ Benchmark: MovielLens Data

© An Extension
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0 Recommender System
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Introduction

How to deliver information precisely and efficiently
@ Classified directory
@ Search engine
@ Recommender system
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Generic form

@ User-ltem preference matrix: R = [ry] -
ryi is ordered or unordered categorical or continuous, rating,
score, etc.
Each row represents a user. Each column represents an item.
Observe r,; only over subset 2.

@ Goal:

o Complete R: Rating prediction.
o Make recommendations: Top-N recommendation.
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Evaluation

@ Root Mean Squared Error(RMSE):

1 42
rmse = > (rui — Fui)
Ntest ‘oot

@ Mean Absolute Error:

1 X
rmse = > lrui = Fui
Ntest oot

@ Many other criteria:
u%IUIR(U) N T(u)l
o Recall: recall = s

ueU

> RN T()
ueyu

e Precision: precision = SR
ueu

o Coverage: coverage = M
e Gini Index, Diversity, Serendipity, Trustworthy, Transparency,
Robustness, Real-Time, etc.
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General Methods

Filtering: Measure similarity

@ Collaborative Filtering(User-CF):
e Find similar users.

@ Content-based Filtering(ltem-CF):
o Find similar items.

@ Hybrid
Y b
Tom ? 4k ?
Jerry ? ? 3
Denny 2 5 rd
Sarah P @ P
Edwin ? P ?
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General Methods

Matrix factorization and low-rank approximation

@ Latent Factor Model(LFM):
Ruxi = PuxxQ/ «

The idea comes from text mining when researchers tring to find
latent topic from text. Here, LFM is used to find comon latent class
of users and items.

The user-item interactions are modeled as inner product.

LF 1 LF2 LF3
Title Genre Title Genre Title Genre
Catwalk (1995) Documentary In the Line of Duty 2 Action The Gay Deceivers Comedy
(1987) (1969)
See the Sea (1997) Thriller Simon Sez (1999) Action The Acid House Comedy
(1998)
The Secret Agent Thriller Taffin (1988) Action Mad Dog Time Comedy
(1996) (1996)

Table: LFM on MovieLen 1M
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General Methods

Matrix factorization and low-rank approximation

%213 MovieLensHiB S IRIBLEMI S AU elfe

—¥A) (The Invisible | CKE&Y (Jaws, 1975) 0
3:" 1933) 4|

wEAKRBAY
f?mkensmn Meets the
Wolf Man, 1943)
(@B (Godzilla, 1954)

(BEAMK3: REER)
(Sur Wars: Episode VI -
Retum of the Jedi, 1983) |

Figure: Another result of the method, but with different algorithms and

[m] = -

parameter settings.
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Challenges

@ Big Data: For Movielen dataset, number of rating observations
ranges from 1m to 20m. In practical situation, this could easily be
above 1B.

@ Yet sparsity: For Movielen 1M, there are 6000 users and 4000
movies. Observational ratio is 4%. For Movielen 20M, there are
138000 users and 27000 movies, the ratio is 0.5%.

Also these missing are non-ignorable.

@ Cold start problem: How to make recommendations for a new
user or item?

@ How to define similarities? How to determine number of latent
factors?
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e Partial Latent Models and Sparse Factorizations
@ Motivation and Model Settings
@ Methods
@ Theory
@ Benchmark: MovielLens Data
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e Partial Latent Models and Sparse Factorizations
@ Motivation and Model Settings
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Partial Latent Models

We link rj = G (6j) with preference probability or mean parameter in a
generalized linear model, where G(-) is a link function.

0j=x'a+y/5+alb, (1)
where
X = (Xit,- - ,x,-UO)T ., User-specific vector
yi= W, ijO)T , Content-specific vector
and
a= (a1, --,ax) , Unobserved user latent vector
b; = (b1, ,ij)T . Unobserved item latent vector
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Partial Latent Models

Equation(1) can be expressed in a matrix form

x[ BT af y{ ol b]
o—agT, a|M PlAE| g |y el B,
x; 87 af y[ ol b]

The decomposition is latent if
@y =AB", r(®)=r(A)=r(B)=rn<K

where A and B are U x K and / x K matrices having the same
locations of zero-columns simultaneously.
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Sparse Latent Factorizations
on (2 T\ _ (1 1\(1 0)\_(2 4 (05 0
°=\1 1) \o 1/\1 1) \o 4)\025 025

_ (—1.376 —-0.325)\ (—-1.376 —0.851
- \—-0.851 0.526 —0.325 0.526

@ The latent factorization in 1st row is sparser than that in the 2nd
row. And we seek a sparsest latent factorization

(Ao, Bo) = argmin_ (|| Aol|, + | Bol )

©=AB]

The Ly norm could be replaced by other penalty, and the pursuit of
sparsest factorization is achieved by the means of identifying zero
entries of Ag and By.

@ I|dentifiability issue due to scaling when developing the algorithm.
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e Partial Latent Models and Sparse Factorizations

@ Methods
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Methods
Some assumptions
The negative log-likelihood(loss function) is

> (r,-j, x o+ yl B+ afb,-)
(i))eQ

@ No interactions of main effects.
@ Ignorable missing.
@ (Conditional) independent observations.

The choice of /(-, -) depends on models underlying the observed data.
This paper’s strategy is to work with the likelihood of incomplete data.
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Methods
Cost function

U !

Sq (a, B, A, B) => 1 (ri/'inTO‘ +y B+ ainj) + A (Z laill, + > ||b/||q> 3)
(i,)ea =1 j=1

where g = 0,1. When q = 2, the real penalty is |]~||§. For efficient

computation, the Ly norm is replaced by its continuous surrogate, the

truncated Ly function J (u) = 1min (Ju|, 7) Shen, Pan, and Zhu(2012).

T

K
Izllo = > J (2)
k=1
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Methods
Blockwise coordinate decent method

@ Update a; given the rest; i = 1,2, --- , U by minimizing

Z /<rlj’x/Td+ijB+alT6/> +)\||al||q (4)
JER,;.

where R;. is observations user i has rated.
e Update b; given the rest; j = 1,2, -, I by minimizing

S (o xTa+ylB+aTb) +A|bl, (5)

i€R,;

@ Update main effects (a, BA) given rest by minimizing

Z / <r,-j, x o+y B+ é,'TBj> (6)

iEF)’./
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Methods
Equal Scaling

Let s, and t, be the k-th column of A and B in equation(3),
k=1,2,--- K. And ¢, > 0 is a scalar. Then replacing them with ¢, sy
and ¢, " t, will not change the value of the loss function part. Also it
won’t change the predicited scores. But the penalty function part
changes.

@ For Ly norm, note that

u / K
ZHaiH1 +Z||ij1 = Z(“sk“1 + [1tll4)
i=1 j=1 k=1
Then
- —1
lewsills +||cc ], = elislls + 6 lkdly > 24/ lisilly 1l
Equality holds <= ck ||sk||{ = 0;1 ltlly = ok = ||||;l;‘|‘|11

May 9,2018  20/40

Chao Cheng (SSM) Seminar Talk



Methods

Equal Scaling

@ For L, norm, the result is similar:

u / K
SLTEDMLTEDS (sl + l1813)

2 2 2
Ioesil3+ ot = cllsl3 + e 143 > 21/l 8¢ 2
The equality holds <= ¢ [|sll3 = ¢ 2 [|t|3 <= cx = [7:2

Chao Cheng (SSM) Seminar Talk May 9, 2018 21/40



Algorithm 1
Ly method with missing values

@ Initialization. Input ratings r;, the upper bound K, tuning
parameter ), initial values for («, 3, A, B)

© For each user, solve (4) to update a;,i =1,2,---, U.
© For each item, solve (5) to update Bj, j=12,--- 1

@ Solve (6) to update main effects (&, B)

@ Check and update the maximum improvement.
@ Apply equal scaling strategy if A or B is updated.
@ lterate until stopping conditions met.
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e Partial Latent Models and Sparse Factorizations

@ Theory
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Convergence properties of the algorithms

The estimate (aL1 ph, AL B“) and (aLO, Blo Alo, BL0>, computed
from Algorithm 1 and a Ly version of Algorithm 1, are stationary points
of S (a, B, A, B) and S, (a, B, A, B), respectively.
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Notations and assumptions

@ Degree of sparsity sq:

sq = ming,_ag7 (|Allg+Blg).  g=0.1
52 = ming,asr (1415 + 11BI3)

@ Parameter space: F =
{6=AB":||A| <L|B|.,<LAeM(UK),BeM(lK)}
where M (M, N) is a class of M x N matrices, L > 0 is a constant.

u |
e Hellinger-distance h(©1,0,) = (UN™' S S h (9,},95) where
i=1j=1

h<9,},02> f(f/ (r,,,z,,, U)—f/ (r,,,z,/,91>) dp (i, zj)
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Notations and assumptions

Smoothness of likelihood

Assumption A

For some constant dy > 0, any 6} and 6%,
‘f1/2 (r,j,zij,ﬁ,}) _f1/2 (rij,z,-j,H,?jﬂ < G(r,-j,é,-j) 0,11. _ 9,’7?

with sups<i<y,1<j</EG (1, 05) < dbo
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Error bound for Ly method

Theorem (1)

Under Assumption A, for ol jfK > ro = r(©y), then there exists a
constant ¢; > 0, such that for (||, U, I),

P (h (éL", (:)o) > 60,|Q|> < 4exp (—01 €] 6(2),|m) (7)

provided that \ = s, ' c3€2 i Where &5 o = log ((UJSFO')K> 1), which is

log (%) & when K = o is tuned. As[Q], U, | - co.
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Error bound for Ly and L, method

This is a parallel result of Theorem 1

_ [S2log (U+ D K)
R ]

(U + 1) Klogss

€0 =
12 Q)

In summary
t
cojo = €jo S €1ja 2 2

Here a, < b, means a, < cb,, for some ¢ > 0, for all sufficiently large
n.
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e Partial Latent Models and Sparse Factorizations

@ Benchmark: MovielLens Data
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Data description

@ Data collected by GroupLens Research. 1M MovielLens:
100209 ratings(1-5) from 6040 users on 3900 movies.
@ Predictors:

e user-related covariates: gender, age, occupation and zip-code
e content-related covariates: movie genres

@ There are also 10M, 20M at their website.
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Data description

Sparsity

Red points are observed ratings. UserID and MovielD both range from
1 to 200.

MovielD
100 150 200
I I I

50

T T T T T
0 50 100 150 200

UserlD
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Data description

Nonignorable Missing

Histogram of mcar Histogram of user_rating_num
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Figure: User’s number of ratings compared with MCAR number of ratings
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Data description

Nonignorable Missing
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Figure: Movie’s rating pattern compared with MCAR
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Benchmark Result

My reproduction of L; method gives rmse = 0.95. But there are some
problems in the computation.
The result of the paper is:

Method 1M MovieLens 10M MovieLens
Constant only 1.1186 1.0214
Predictors only 1.0960 1.0025
Soft-Imput 1.0656 1.0175
Agarwal & Chen 1.0520 1.0185
L w/o predictors 1.0577 1.0152
L, w/o predictors 1.0523 1.0105
Ly w/o predictors 1.0502 1.0104
L, w predictors 1.0516 1.0023
Ly w predictors 1.0480 0.9998
Ly w predictors 1.0478 0.9995

Figure: RMSE’s of various methods
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© An Extension
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Smooth Neighbourhood Recommender Systems

Consider this cost function for a smooth neighbourhood recommender
system

o 25 )

i=1 j=1 i’ j)EQ (8)
U /
+)\1ZP p;)+>\QZP(qj)
i=1 j=1

and the weight function w;; »;» is defined as

HAHA

Kh (X,'j, X,‘//‘/) S,I-j/

HA
(./%: Q/Ch (X,'j, X,-/j/) Slljj
i"j"ye

wiirjr =

where Cs (-) is a kernel function and S’ is another measure of

similarity between (i,) and (i, "). Source of these information could
be other than the rating-related data.
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Some thoughts

@ Can deal with cold start problem.
@ Complete the rating matrix to make estimation and prediction.
@ Each subproblem needs more computational rescourse.

@ The performance releys on not only the method itself, but also the
information of the outside network.
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An example
Course recommendations

We want to make recommendations for students about which courses
are suitable for he/she.

@ Goal: improve students’ score, hoping they will be more
competitive when appling for jobs.

@ Rating: students’ score(or taecher evaluation).
@ User: students, gender, major, book renting history, etc.

@ Item: courses(just?), school and department information,
teacher’s information

@ Cold start: the cold start ratio of students is about 25%.

@ Practical issues: data storage and transmission, data cleanning,
monitoring task table, APIs
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An example

Representive courses of latent factors

[yy21 Jyyz2 yyz3 | yyz5

| —semERSiT SHEELE AR SRS 2 Rassm#n BRI EirEe BRI
AncroidiFiEiRiTeELS |ZREMIEERFIO AR IR EAReEE eI T A SRt | S Fa s R
FlEsigTH ST A e R EFR T R fEh = BB E ek 80m SE5EFEw EFTERIEER

piEZEl SR E T RS R R R A FR&FR 5 = | SRR IR e 18T S IMERIETE EESpprR i
[TEMETZRXRE  |[EnnSERmST—(EE i STER ST s geEiaitashsx EFeEIE
EENSIRER T ERI|FEE DL EEE FETEEEATN AP SIETERET SR RELERS
HERASNELENE  |[REFTE R T ETERERE =5 EiR e EEE ERT AT SR

(S ez FeF S BRI sfE = Eisite T EEera ot ]
pavaiRiziziteEa 1 (R ETE |l 2&s=500m FEREEIEEE AR
Eridmaigit ek sl [ Titess A1ESisEE Rk ngila o F g MBI ST

B e ~ [REME e - R SHFEREARE |- [AHXREFeANHA [~ [SREEmRO5E -
=R ETEEY AT S kedXnk R SERIRETRS (RN g S i] FRE BRI EGKET
hEi-ad T E Sigite | ARRF T s A TR TR EEE SRS BRI HE S S ez AR EHE
R RER T e gl e B =T EEFEESHERBHAALSFEERE R SLERERIKIES

BT HF LT FElesrR T EE ZES e St R T i aX REE IR EEE

EEN b BIERAERIZM M NETIRSRE e e e Tt esRANEm FRESWigiteItIE
it=TEEanRITeds  |SalnesCebs=ral B S ERE Ekages Ol e P G N )
[(TRORIAERERE . TR Bl e sf R s EEFEEESHER B ARIEAMSHER R LR EF B STESH
LR s AR S g e T | e e R E R FEFRAERERET R N E R ERE R E

FHE = =G e+ B B F i A L E S B s Hhi i hNFEEETSTEKE| S aneHRE AR

Figure: Representvie courses of latent factors
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An example

Top-n recommendations

id xh ke is yoci

|0 141207001 EA{bEL= BRitHE §9.6426999072417

1 141207001 kL= FHIF  89.0735635677487 -
z 141207001 E{bEL: A 87.9233436907185  (
|3 141207001 EAbEL: FEH 87.7157554621421 -
|4 141207001 ESPEREIRTIR RE0ANIE 84.535110912354 |
5 141207001 ki BEtHE 83.6103365585082

3 141207001 BEdbiE [ 83.427790464891
|7 141207001 IREEHE mET 83.111115905422

IE: 141207001 BE{ Ky

It 141207001 Bk t

Figure: An example of top-10 recommendations

id xh ke jis yooj
|3592 161200016 =182 FHE0ENIT  91,0835536121502
13593 1651208016 TH#ENEITHS... FThE 90.4380339011638
13594 161208015 FREFHEL SRESNIT  90.2814582027063
13595 161208015 FRASUSHE... @I 90.0129582874451
|3596 161208016 FATRES FAISNIT  89.8415930195798
|3597 181209015 N2l HE 89,7671985783883
|3598 181200015 HdFME F40EhiF  89.5273677595598
13599 161208015 EEWiBEWH: ET 8§9.4795195580543

3600 161209016 KT T BT HE 89.1415924713358

3601 161209016  ENEGSARETREZ FAFNIT  89,1158577194814

Figure: Another example of top-10 recommendations. This student’s major is

product design.
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